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Abstract—Unmanned aerial vehicles (UAVs) are finding use in applications that place increasing emphasis on robustness to external disturbances including extreme wind. However, traditional multirotor UV platforms do not directly sense wind; conventional flow sensors are too slow, insensitive, or bulky for widespread integration on UAVs. Instead, drones typically observe the effects of wind indirectly through accumulated errors in position or trajectory tracking. In this work, we integrate a novel flow sensor based on micro-electro-mechanical systems (MEMS) hot-wire technology developed in our prior work [1] onto a multirotor UAV for wind estimation. Our sensor is omnidirectional (in the plane), lightweight, fast, and accurate. In order to achieve superior hover performance in windy conditions, we train a ‘wind-aware’ residual-based controller via reinforcement learning using simulated wind gusts and their aerodynamic effects on the drone. In extensive hardware experiments, we demonstrate the wind-aware controller outperforming two strong ‘wind-unaware’ baseline controllers in challenging windy conditions. See: youtu.be/KWqKf9Z–338.

I. INTRODUCTION

Autonomous multirotor drones have the potential to transformatively impact a variety of domains including infrastructure inspection and repair, search-and-rescue operations, and aerial package delivery. Towards this end, a major challenge facing current systems is their limited ability to deal with severe wind conditions in outdoor environments, which can be critical for each of the applications listed above. For example, the maximum safe wind speed for a typical multirotor drone (e.g., the DJI Phantom [2]) is around 20 miles per hour, which roughly corresponds to a windy day at the beach. Further, the challenge posed by wind is exacerbated by the presence of complex airflow phenomena (e.g., ground and surface effects) when the drone operates in proximity to obstacles or in urban canopies.

Currently, multirotor systems rely almost exclusively on indirect estimates of wind for real-time control, e.g., on deviations from nominal motion measured by an inertial measurement unit (IMU), GPS, or downward-facing optical flow camera. These estimates rely on gusts impacting the drone’s motion before they can be reliably estimated, and are hence inherently limited in terms of their accuracy and update rates. Existing sensors for direct wind measurement (e.g., conventional pitot tubes and hot-wires) are typically either too slow, insensitive, or lack the requisite form-factor (e.g., size and weight), and are thus rarely deployed on multirotor systems (see Sec. I-A for an overview of existing wind sensing technology).

The primary hypothesis behind our work is that advancements in airflow sensing technology will enable significant improvements in multirotor drone performance in severe wind conditions. In this paper, we propose the use of novel micro-electro-mechanical systems (MEMS) technology for turbulent airflow measurements [3], [4]. These sensors have three characteristics that make them ideally suited for use in multirotor control. First, they are small (on the order of a few millimeters) and lightweight (on the order of a few grams). Second, they have very low latency (< 2 ms) [1] and can operate at rates commensurate with typical drone control rates (> 500 Hz). Third, they allow accurate real-time estimation of wind magnitude and direction [1]. As such, we believe that MEMS-based airflow sensors can fill an important gap in sensing technology for multirotor drones.

Statement of contributions. The primary contribution of this work is to leverage MEMS technology for turbulent
airflow measurements in order to improve multirotor drone performance in high winds. To this end, we make the following three specific contributions:

- **FlowDrone.** We instantiate MEMS flow sensing technology in the FlowDrone (Fig. 1): a quadrotor equipped with MEMS hot-wire airflow sensors which enable real-time (> 500Hz) estimates of wind magnitude and direction.

- **Wind-aware control.** We propose a reinforcement learning (RL) pipeline for training a wind-aware controller that utilizes the wind estimate from the flow sensor. The key components of the RL training pipeline are: (i) a simulator that captures relevant aerodynamic effects, (ii) the simulation of wind gusts recorded from real experiments with additional domain randomization, and (iii) a neural network policy that takes as input a history of wind estimates along with the drone’s state estimate and outputs a residual control input which is then added to the open-source PX4 controller [5].

- **Hardware experiments.** We perform hardware experiments demonstrating the improved performance of the FlowDrone’s wind-aware controller in the presence of a wind gust as compared to two strong wind-unaware baselines: (i) the widely-used PX4 controller (referred to as ‘baseline’), and (ii) a controller trained using RL with identical simulated winds but without the ability to access real-time wind estimates (referred to as ‘wind-unaware’). Over the course of 30 flights (10 per controller), each exposed to a 5 m/s gust, the mean maximum error in the direction of wind was: 0.44 m for wind-aware, 0.58 for wind-unaware, and 0.78 for baseline. This constitutes a 44% improvement of wind-aware over baseline.

### A. Related Work

**Multirotor drone control in wind.** Current multirotor drones typically treat wind as an external disturbance and rely on a feedback controller to perform gust rejection [6], [7], e.g., using techniques from robust and adaptive control [8]–[10]. Recently, techniques from adaptive control have also been combined with deep neural network representations of aerodynamic effects in order to perform multirotor control in the presence of wind [11].

Alternative approaches to wind estimation include utilizing an extended Kalman filter with measurements from the drone’s IMU (e.g., as implemented by the widely used PX4 controller [12]). Such wind estimates can then be utilized by a feedback controller for gust rejection [13].

These approaches rely on indirect estimates of wind (e.g., by observing the drone’s motion as measured by its IMU or optical flow sensor). In this work, we seek to leverage sensors that directly measure wind with adequate accuracy and frequency to improve multirotor drone control.

**Conventional airflow sensors.** One of the most commonly used sensors for measuring airspeed on fixed-wing platforms is the pitot-static tube [14]. However, they suffer from high lag and typically have settling times on the order of seconds [15], making them unreliable for unsteady flow measurements. Moreover, conventional one-dimensional pitot-static tubes do not provide estimates of flow direction, and are in fact insensitive to changes in direction of up to 15°–20° [16]. This renders them unsuitable as an omnidirectional flow sensor. Another conventional airflow sensor is the hot-wire anemometer [17]. While these sensors have a significantly faster response (on the order of milliseconds or even microseconds [18]), their form factor is not well-suited for multirotor applications. Specifically, they typically require large, heavy, and expensive circuitry, and are also fragile due to the unshielded microscale wire [19]. Commercially available ultrasonic anemometers for UAV applications exist [20]; however, they are typically used for atmospheric measurements [21] rather than control. Such sensors are physically robust, but suffer from lower temporal (< 40 Hz) and spatial (5 cm$^3$) resolutions.

**Airflow sensors for multirotor drones.** Motivated by the challenges with conventional airflow sensors, there have been efforts to develop custom airflow sensing technology for multirotor drones. For example, flow speed (but not direction) can be estimated by measuring the deflection of a single sensing element [22], [23]. The whisker-like sensors used in [24] can resolve airflow direction from deflection using multiple sensing elements; however, [24] does not provide a characterization of the temporal characteristics (lag and frequency) of the sensors. Differential pressure probes have also been used for resolving the wind vector [25], [26]. However, these have relatively high errors in angle estimation (12° error in [26]), and are based on principles used by conventional airflow sensors (which suffer from high latency and low temporal resolution). Another sensing modality uses fast-response multi-hole pressure probes (MHPPs) [27], which yield wind magnitude and direction estimates of 1 m/s and 5° respectively. However, these sensors are unable to measure outside a 90° cone of acceptance, and also utilize a large probe whose length is that of the drone itself [28]. In this work, we utilize recently developed MEMS-based hot-wire sensors, which afford a small form factor (millimeter scale), fast response (> 500Hz), and accurate wind speed and direction estimation.

### II. System Overview

This section includes an overview of the FlowDrone architecture and its main components, as illustrated in Fig. 2.

**Drone hardware.** The FlowDrone platform is built on top of the Holybro X500 Kit with a Pixhawk 4 autopilot. The drone is equipped with an accelerometer and magnetometer, as well as an onboard Holybro M8N GPS for compass readings (the primary yaw reference), and a PX4FLOW Smart Camera and LIDAR-Lite v3 for optical flow and height measurements. The GPS is not used as the flights were conducted indoors. These sensors are used by the Pixhawk to calculate state estimates, which are then passed to an onboard companion computer (a Raspberry Pi 4 8 GB Model B) over the PX4-ROS2 bridge at 100 Hz. We highlight that all sensing and computation is onboard, thus allowing for future outdoor deployment.
Fig. 2: System overview of the sensing and computing components. A red square highlights the MEMS Hotwire, shown in Fig. 3.

Sensors and wind estimation. The key feature of the FlowDrone is the use of MEMS hot-wire technology for airflow sensing. These hot-wires are integrated in the MAST (MEMS anemometry sensing tower) to enable omnidirectional flow sensing. The operating principle of the sensors is described in Sec. III. Raw sensor readings (in the form of voltages) are transmitted to the Raspberry Pi at 1 kHz using an MCC118 DAQ HAT. These raw measurements are then processed by a neural network running on the Raspberry Pi to compute an estimate of the wind magnitude and direction. This is described in Sec. III-C.

Wind-aware control. The wind estimate and the drone’s state estimate are utilized by a wind-aware controller trained via reinforcement learning (RL) in simulation (with physical parameters estimated via system identification and typical gust profiles measured experimentally). We describe the controller architecture and training process in Sec. IV. This controller operates at 40 Hz, publishing body rate and thrust setpoints to the Pixhawk 4. The Pixhawk 4 then executes rate control and mixing, before outputting actuator outputs to a power module, which sends commands to each motor.

Experimental evaluation. In order to evaluate the performance of the FlowDrone platform, the wind-aware controller is deployed with 5 m/s gusts generated by a fan array (Fig. 1). Our wind-aware controller’s performance is compared to two strong baseline controllers, referred to as ‘baseline’ and ‘wind-unaware.’ The baseline controllers, hardware evaluation, and results are described in Sec. V.

III. WIND SENSING

In this section, we summarize our previous work [1] designing the MAST: an omnidirectional flow sensor suitable for integration on multirotor UAVs. The MAST in this paper uses five hot-wire sensing elements arranged in a pentagonal configuration (Fig. 1 inset).

A. Sensing Element: the MEMS hot-wire

Omnidirectional flow sensing on the MAST is enabled through the use of multiple MEMS hot-wire sensing elements. Each element consists of four platinum ribbons arranged in a Wheatstone bridge configuration on a silicon substrate using standard MEMS fabrication procedures. Wet-etch techniques are used to create a flow-through window on the silicon, making one of the four ribbons freestanding. The MEMS hot-wire bonded to a PCB is shown in Fig. 3. A 10 V constant voltage applied to the top of the bridge heats each ribbon; as air flows past the MEMS hot-wire and through the window, the rate of convective cooling differs between the exposed and embedded hot-wires. The resulting instantaneous change in temperature (and thus resistance) is measured as a change in the voltage across the bridge. Thereby, the change in voltage is directly related to a change in flow speed. In addition, we measured the bandwidth of the MEMS hot-wire through square-wave testing, applying a 10 Hz 0.1 V square wave to the top of the bridge to simulate a flow signal. An overdamped transfer function was fit to the 300 phase-averaged responses. The -3 dB bandwidth of the transfer function is 570 Hz, revealing that based on temporal response alone, the MEMS hot-wire is a stronger candidate for flow sensing in unsteady environments than pressure-based sensors, which can have settling times on the order of tens of seconds.

B. MEMS Anemometry Sensing Tower (MAST)

The MAST flow sensor consists of five MEMS hot-wire sensors attached to vertical printed circuit boards (PCBs), as shown in Fig. 2 and Fig. 3. These PCBs project the MEMS hot-wires sufficiently above the rotor plane (150 mm) to measure the free-stream velocity. The MAST performance was validated through wind tunnel testing at velocities 1.3–5.0 m/s and orientations 0° and 360°, with accuracies reported in Sec. III-C. These tests suggested that a pentagonal geometry provides sufficient coverage to accurately measure a two-dimensional wind vector in the X-Y plane. Additionally, Fig. 4 compares the MAST wind estimate (of relative wind) to the vehicle speed (in still air), further validating its performance onboard the UAV.

C. Sensor Model

A sensor model running on board the Raspberry Pi estimates the wind vector (direction and magnitude) from raw...
sensor readings. Due to the nonlinearity of the sensor, we trained a neural network to approximate the sensor-to-wind mapping from wind tunnel data.

The angle prediction network is a fully connected network with two hidden layers using a ReLU activation, while the speed prediction network is fully connected with one hidden layer, utilizing a Tanh activation. The MAST achieves the following performance in testing: 1.6° expected angle prediction error (with an empirical 95% error upper bound of 5.0°), and 0.14 m/s expected speed prediction error (with an empirical 95% error upper bound of 0.36 m/s). This performance compares favorably to existing UAV flow-sensing methods. For example, the differential pressure probe techniques of [25, 26] achieve 15% full-scale deflection and 12° mean errors, respectively. The approach in [24] achieves root mean square error of 0.38 m/s in velocity prediction, but lacks description of temporal resolution. Finally, [27] is likely the closest comparison, achieving 1 m/s and 5° error at 400Hz bandwidth, at the expense (as noted before) of requiring a large, bulky sensor. Thus, the low-weight MAST and associated sensor model provide low-latency wind estimates to the control architecture that are as accurate as any existing method implementable on UAVs.

IV. WIND-AWARE CONTROL

A. Simulated environment with wind

Since it is challenging and time-consuming to perform hardware-in-the-loop training of a controller in diverse wind conditions in a real lab setup, we train the policy in a simulated environment built upon gym-pybullet-drones [29], an open-source drone simulation environment based on the PyBullet simulator [30]. The lift force generated by the rotors is calculated based on thrust calibration results on the real drone. We also use physical parameters including mass and moment of inertia obtained via system identification and rely on the physics engine for dynamics simulation.

The effect of wind is simulated using the model from [31], which relates the wind speed and direction to the bluff-body and induced drag acting on the drone. We then manually add the drag forces in simulation at each timestep given the drone state. The simulated wind is generated in the positive X direction in the world frame. We vary the wind speed in a step-like profile (mimicking the measurements taken in real wind conditions as in Fig. 7 bottom), which consists of three stages: “Low”, “Slope”, and “High”. The wind speed and duration of the three stages are all randomized for training a robust wind-aware policy. An additional dip of the wind speed is added to the “High” stage to mimic sudden instability, which was frequently observed during real flights as the flow generated by the fan array is unsteady and not spatially uniform.

B. Residual policy for wind compensation

In order to perform wind compensation, we train a residual control policy on top of the open-source PX4 attitude controller (see Fig. 5 for a visualization of the overall controller architecture). Using a reinforcement learning approach (instead of a model-based approach) allows us to train a nonlinear policy which can potentially leverage temporal structure in wind gusts. The trained residual policy takes real-time wind estimates and drone states as input and outputs additional body angular rates \( \Omega_{\text{res}} \) and thrust \( T_{\text{res}} \), which are then added to the respective setpoints \( \Omega_{\text{sp}}, T_{\text{sp}} \) calculated by the upstream PX4 attitude PID controller. The net setpoints \( \Omega_{\text{net}}, T_{\text{net}} \) are then fed into the downstream angular rate controller and mixer:

\[
\Omega_{\text{net}} = \Omega_{\text{sp}} + \Omega_{\text{res}}, \quad (1)
\]

\[
T_{\text{net}} = T_{\text{sp}} + T_{\text{res}}. \quad (2)
\]

The overall controller runs at 40 Hz. The residual policy \( \pi_{\text{res}} \) is parameterized as a multi-layer perceptron (MLP) with hidden layer sizes [512, 256, 128, 128] and ReLU activation. The input to the residual policy

\[
[\Omega_{\text{res}}, T_{\text{res}}] = \pi_{\text{res}}(r, \Psi, v, w, \bar{v}_{\text{wind}}) \quad (3)
\]

includes the drone’s current 3D position \((r = [x, y, z])\), orientation in roll, pitch, and yaw \((\Psi = [\phi, \theta, \psi])\), linear velocity \((v = [v_x, v_y, v_z])\), and angular velocity \((w = [w_x, w_y, w_z])\), all relative to the world frame. In addition, the residual policy takes as input the wind measurement at the current timestep \(t\) and past four timesteps (only the components in the X direction of the world frame). We skip \( t_s = 5 \) steps between each wind measurement \( \bar{v}_{\text{wind}} = [v_{\text{wind}x}^0, v_{\text{wind}x}^1, v_{\text{wind}x}^2, v_{\text{wind}x}^3, v_{\text{wind}x}^4] \).

Since the control loop is 40 Hz, this roughly covers a time window of 0.5 s. The outputs, \( \Omega_{\text{res}} \) and \( T_{\text{res}} \), are normalized between \([-0.3, 0.3]\) rad/s and \([-1, 1]\) N respectively using the Tanh activation function.

On the real hardware platform, the wind measurements are obtained by processing the MAST readings through the sensor model described in Sec. III-C. In simulation, we treat the wind sensor model as perfect, meaning the wind
measurement is the same as the simulated wind. Since the wind profile contains a non-trivial amount of noise, we filter the measurements using a rolling maximum over the past 0.1 s both in simulation and hardware.

We find that large values of body rate setpoints $\Omega_{\text{sp}}$ from the attitude controller can hinder the training progress of the residual policy. Thus we clip $\Omega_{\text{sp}}$ to be in $[-0.1, 0.1]$ rad/s for the wind-aware controller.

### C. Reinforcement learning training

We train the residual policy in simulation using Soft Actor Critic [32], an off-policy reinforcement learning algorithm. The task of the drone is to hover at the target position $[0, 0, 1]$ m in an inertial East-North-Up frame for a 10-second horizon (thus 400 timesteps using 40 Hz control rate). The reward function is defined as the negative of the distance of the current drone position to the target. We randomize the initial position and orientation of the drone at each rollout; the ranges of the initial 3D positions, roll and pitch angles, and yaw angle are $[-30, 30]$ cm, $[-0.1, 0.1]$ rad, and $[-0.3, 0.3]$ rad. The model is trained with 10 million total simulation timesteps.

### V. Hardware Experiments

In order to demonstrate the effectiveness of MEMS hotwire sensors for UAV control, we evaluated the wind-aware controller’s performance in tracking a hover setpoint in the presence of a wind gust (same task as in simulation) in a real setting. We compare the following three controllers:

- **Wind-Aware Residual-Based Controller (“wind-aware”).** This is our controller as described in Sec. IV and Fig. 5.
- **Wind-Unaware Residual-Based Controller (“wind-unaware”).** This controller has the same architecture and is trained with the same conditions as wind-aware, except that the residual policy does not have access to the wind estimate $\mathbf{v}_{\text{wind}}$. Differences in performance between this controller and the wind-aware controller thus directly provide evidence for the benefits of utilizing wind measurements for control.
- **PX4 Attitude Controller (“baseline”).** We use the popular open-source PX4 Autopilot for attitude control, publishing body rate and thrust setpoints to the PX4 at 40 Hz over ROS2. To integrate with the learning framework, the attitude controller has been adapted into Python [33]. Referencing Fig. 5, this controller is the “PX4 controller” (the bottom half without wind sensing or a residual policy). Unlike wind-aware and wind-unaware, the body rate setpoint $\Omega_{\text{sp}}$ is not clipped here.

### A. Experiment setup

We conducted 10 flights for each of the three controllers in controlled gust conditions. The supplementary video [34] demonstrates representative trials of all three controllers. We used six high velocity (350 cfm) blowers to generate the gusts during hardware evaluation. The blowers were arranged in a $2 \times 3$ array (Fig. 1), with the top row blowers inverted, generating a flow volume of $22 \times 86$ cm at the blower exit. By the time the flow volume reaches the drone, positioned 4 m away from the blower outlets, the flow volume encompasses the entire drone for the duration of the flight test. The peak gust speed was approximately 5 m/s (verified by a handheld anemometer) for all experiments. It should be noted that gaps between the fans and inherent turbulence resulted in a spatio-temporally-varying flow. The fans were oriented to blow in the $+X$ (i.e. East) direction of the inertial frame, which at the initial $\psi = 0$ is at the back of the drone, matching simulation conditions. Varying the initial and target yaw angle (for omnidirectional gusts) is left as future work.

For each test, the drone was commanded to take off and hover at $r_{\text{sp}} = [0, 0, 1]$ m, $\Psi_{\text{sp}} = [0, 0, 0]$ rad, in an inertial East-North-Up frame. This remained the setpoint for the duration of the flight. Once in position, the drone switches to the desired controller: baseline, wind-unaware, or wind-aware. From $t = [0, 12]$ s, the drone continues to hover with zero wind. This delay (which was not simulated during training) is used to ensure that the residual policy has not learned an open-loop prediction of when the gust will start and that it is capable of flying in no-wind conditions. At $t = 12$ s, the fans are turned on to their maximum setting for the remaining 18 s of flight ($T = 30$ s total).

### B. Results and Discussions

The 10 trajectories for each controller are plotted in Fig. 6. Qualitatively, the wind-aware trajectory is more concentrated, with visibly less maximum error and variance in both $X$ and $Y$. In Fig. 7 (top), the average $X$-trajectory of each controller is plotted against time, with bands for $\pm 1$ standard deviation. Again, the wind-aware controller deviates the least from the setpoint. We observe that the average baseline trajectory returns to $x = 0$ faster than both residual-based controllers. This is a topic for future investigation; however, one hypothesis is that extending the simulation episode length beyond 10 seconds (where the gust duration was 4-6 seconds), will improve performance in hardware (where the episode length is 30 seconds, and the gust duration is 15 seconds).

In Fig. 7 (bottom), we plot a representative gust measured during a wind-aware flight. The raw wind estimate is shown, as well as the output of a moving maximum filter applied
over the latest 100 wind estimates (0.1 seconds), which was provided to the residual policy in Sec. IV-B.

The performance of each controller is evaluated by three metrics on the $X$ trajectory: maximum error (or deviation from the hover setpoint), mean-squared error (over the entire trajectory), and total range (the difference between the maximum and minimum) across the trajectory. The results are shown in Table I. Max error most directly penalizes the gust onset effect, while mean squared error (MSE) is taken over the entire trajectory. The range metric additionally penalizes under- or over-shoot. By each metric, the wind-aware controller outperforms the others; this illustrates the wind-aware controller’s ability to reduce both maximal and overall error in the presence of wind. Specifically, in terms of the maximum error metric, the wind-aware controller performance improves (on average over the 10 runs) by 44% over the baseline controller and by 24% over the wind-unaware controller.

<table>
<thead>
<tr>
<th></th>
<th>Wind-aware</th>
<th>Wind-unaware</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Error (m)</td>
<td>0.441 (0.084)</td>
<td>0.582 (0.094)</td>
<td>0.780 (0.142)</td>
</tr>
<tr>
<td>MSE (m²)</td>
<td>0.035 (0.006)</td>
<td>0.079 (0.013)</td>
<td>0.057 (0.016)</td>
</tr>
<tr>
<td>Range (m)</td>
<td>0.538 (0.072)</td>
<td>0.773 (0.100)</td>
<td>0.962 (0.222)</td>
</tr>
</tbody>
</table>

TABLE I: Hardware performance of each controller along several metrics, with the standard deviation in parentheses. The minimum entry of each row represents the best performance and is denoted by boldface font.

VI. CONCLUSIONS AND FUTURE WORK

We have presented the FlowDrone: a multirotor UAV platform that integrates fast-response hot-wire sensors for real-time wind estimation. These new MEMS-based sensors afford several benefits over traditional methods for sensing wind including low latency, a small form factor, and high accuracy. We implemented a reinforcement learning pipeline to leverage the MEMS hot-wire sensors for gust rejection on the FlowDrone. We compared the FlowDrone’s wind-aware controller with two strong wind-unaware baselines in a setting with 5 m/s wind gusts. Over 30 total flights, we demonstrated significant improvements in tracking a hover setpoint and the importance of direct wind measurements.

In future work, we plan to vary gust direction as well as magnitude. With the FlowDrone platform and RL pipeline ready, this benefit should be realizable just by varying the wind direction in simulation during the training of the wind-aware and wind-unaware controllers. Additionally, we plan to investigate optimal sensor placement for improving control performance. Currently, the sensors are placed on the MAST in order to estimate the free-stream wind velocity. However, sensors placed in proximity to the propellers may also provide information that helps estimate effects of wind on the propeller’s aerodynamics. Another direction of practical relevance is further miniaturization of the PCB circuitry through surface-mount technology to deploy MAST on ‘nano’ multirotor platforms (e.g., Crazylie 2.1). Finally, a particularly exciting direction is to utilize the MEMS hot-wire sensors for improving drone control close to surfaces (e.g., ground and obstacles) by measuring local airflow patterns due to ground and surface effects.
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